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Abstract

In this paper, we describe a model of information retrieval system that is based on a document re-
ranking method using document clusters. In the ®rst step, we retrieve documents based on the inverted-
®le method. Next, we analyze the retrieved documents using document clusters, and re-rank them. In
this step, we use static clusters and dynamic cluster view. Consequently, we can produce clusters that are
tailored to characteristics of the query. We focus on the merits of the inverted-®le method and cluster
analysis. In other words, we retrieve documents based on the inverted-®le method and analyze all terms
in document based on the cluster analysis. By these two steps, we can get the retrieved results which are
made by the consideration of the context of all terms in a document as well as query terms. We will
show that our method achieves signi®cant improvements over the method based on similarity search
ranking alone. 7 2000 Elsevier Science Ltd. All rights reserved.
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1. Introduction

In the inverted ®le method, one of the traditional information retrieval models, we can often
®nd that high-ranked documents may be far from the user's needs. The inverted ®le method
has limitations on ®nding related documents since it simply checks the existence of query terms
in documents without considering the context of documents.
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In the information retrieval ®eld, cluster analysis is used to get retrieval results more
e�ciently or to classify documents into categories since this method is useful in estimating the
similarities between documents. Document clustering assigns documents to automatically
created clusters, based on the degree of association between documents and clusters. But, this
is inappropriate to calculate the similarity of query and document since query consists of only
a few terms for obtaining statistically meaningful frequency±vector (Mauldin & Carbonell,
1991). Recently, document clustering was applied to browsing and viewing of retrieval results.
The Scatter/Gather system (Hearst & Pedersen, 1996) is a cluster-based document browsing
method, as an alternative to ranked titles for the organization and viewing of retrieval results.
Adaptive cluster-based browsing (Eguchi, 1999) method clusters search results, considering the
incrementally expanded query as the user's viewpoint. The user can modify the query and then
the system re-clusters the search results using the modi®ed query.
Generally, when humans induce a relationship between query and document, he decides the

relevance of document not based on existence of query terms, but based on semantics of query
terms in documents. Thus, the retrieval method which intends to consider semantics of query
terms have been studied such as query expansion, latent semantic indexing (LSI) and mutual
information.
In the query expansion method, one retrieves more related documents by adding related

words to the initial query. Other methods, which expand a query by analyzing behavioral
relationship of terms in corpus or by using thesaurus, have been suggested. This query
expansion can increase recall, however, operationally impractical because precision of top
ranked documents can be lower (Fitzpatrick & Dent, 1997). Another complementary method
in which a new query is made out of the user's relevance feedback has been studied. The result
from this method entirely depends on the quality of the user's response. Therefore, recent
query expansion methods analyze documents retrieved by an initial query (Buckley, Salton &
Allan, 1994; Allan, 1995; Xu & Croft, 1996).
As an extension of vector space retrieval method, Latent Semantic Indexing is a concept-

based retrieval method (Deerwester, Dumais & Harshman, 1990). Because dependencies
between terms are explicitly taken into account in the representation and exploited in retrieval,
a query can be very similar to a document even though they have no matching words.
Recent works have shown that retrieval e�ectiveness can be improved by using mutual

information. Mutual information is a measure which represents the relation between words.
Two-level document ranking using mutual information (Kang, 1997) re-evaluates the
relationship between the terms of the retrieved documents and the terms of the query. This
method depends on correctness of the mutual information construction.
Thus, many research e�orts have been made on how to solve the keyword barrier which

exists because there is no perfect correlation between matching words and intended meaning
(Mauldin & Carbonell, 1991).
In this paper, we present a model of information retrieval system that is based on a

document re-ranking method using document clusters. We re-evaluate the documents based on
cluster analysis, with a varying number of relevant documents retrieved by an initial inverted-
®le method. We focus on the merits of inverted-®le method and cluster analysis. In other
words, we retrieve documents based on the inverted-®le method and analyze all terms in
documents based on the cluster analysis. In our method, the context of a document can be
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considered in the retrieved results by the combination of information search and cluster
analysis.

2. Construction of document clusters

In many ®elds, clustering for multidimensional data is popular. In clustering methods, there
are two kinds of method: hierarchical and nonhierarchical. Most of the researches on cluster
analysis employed hierarchical methods.
The hierarchical clustering method begins with a set of single documents which is considered

as a separate cluster. The two clusters that are the closest according to some similarity measure
are agglomerated. This is repeated until all of the clusters belong to one hierarchically
constructed cluster. The hierarchical cluster structure is called a dendrogram like that shown in
Fig. 1.
We use Ward's method (Ward, 1963) which is a hierarchical clustering strategy that follows

the general algorithm for the hierarchical agglomerative clustering methods. The document or
cluster pair joined at each stage is the one whose merger minimizes the increase in the total
within-group squared deviation about the variance. Each cluster has a cluster centroid in the
form of a vector which is useful as a representative of a cluster when calculating query±
document similarity. In Ward's method, the dissimilarity measure is the increase in variance.
Clusters produced by Ward's method tend to be homogeneous and a symmetric (Frakes &
Baeza-Yates, 1992).
To construct document clusters, we represent documents as vectors and calculate the

similarities between them. We then cluster them based on the dissimilarities.

2.1. Document representation

Documents are represented by pairs of a term and its weight. The process of representation
of documents is as follows:

1. do morphological analysis on each document using Korean morphological analyzer;
2. extract nouns through part-of-speech tagging using HMM tagger;
3. calculate document frequency and term frequency of each term in document;
4. assign weight to each term.

Fig. 1. Dendrogram of a hierarchical agglomerative cluster.
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In constructing a term weighting scheme, three main components such as term frequency,
document frequency, and normalization have been considered in the information retrieval
literature. There are actual formulas for some well-known term weighting schemes (Lee & Ahn,
1996).
We use the atc weighting scheme among various weighting schemes for document weighting.

The atc weighting scheme is calculated as follows:

a: 0:5� 0:5 � tf

max tf
, t: ln

N

n
, c:

1������������������
Svectorw

2
i

p �1�

where tf is term frequency, maxtf is maximum tf in a document, N is the total number of
documents in the collection, and n is the number of documents to which a term is assigned.
Since the document±document similarity depends on the weights of coinciding index terms in

the two vectors, the term weighting scheme is an important factor a�ecting the e�ectiveness of
document clustering.

2.2. Document clustering

We clustered documents using Reciprocal Nearest Neighbors algorithm (Murtagh, 1983) for
Ward's method. Hierarchical agglomerative clustering produces 2N-1 clusters for N documents
and their representatives. A centroid or cluster representative is a record that is used to
represent the characteristics of the documents in a cluster.
In the re-ranking step, we determine dynamic clusters of retrieved documents using cluster

hierarchy and calculate similarities between cluster centroids and query.

3. Document re-ranking model based on document clusters

The system architecture of document re-ranking model is shown in Fig. 2. This model is
combining the inverted ®le method and the cluster analysis method. We construct the
hierarchical document clusters depending on similarities between documents. At the ®rst
retrieval step, we retrieve documents based on the inverted-®le method. At the second analysis
step, we partition clusters according to the behaviors of retrieved documents from the previous
step and calculate the query±cluster similarities. And we calculate new similarities to the
documents from the similarities of the ®rst step and those of the second. According to the
combined similarities, we re-rank the documents in descending order.

3.1. The ®rst retrieval based on inverted-®le method

At the retrieval step, we retrieve documents based on the inverted-®le method. We focus on
each document at this retrieval step. The inverted-®le method ranks the retrieved documents in
decreasing order of query±document similarities. The query±document similarity depends on
the weights of coinciding terms in the two vectors, and therefore the term weighting scheme is
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an important factor. We evaluated e�ectiveness of the re-ranking for various indexing methods
of query and document weighting scheme.
In this step, we get N query±document similarities whose value is above 0.

3.2. Document re-ranking based on cluster analysis

As the degree of matching of evidences in documents is higher, the two documents are more
similar. In document clustering, similar documents are classi®ed as one cluster. Therefore,
relevant documents are in the same cluster according to the cluster hypothesis (van Rijsbergen,
1979) which states that relevant documents tend to be more similar to each other than to non-
relevant documents.
The documents in a cluster have e�ects on cluster centroid. The cluster centroid for a pair of

clusters Ci and Cj is given by:

miCi �mjCj

mi �mj
�2�

where m is the size of a cluster.
The same query±cluster similarity value is applied to all the documents in the cluster at the

re-ranking stage. In this way, the documents in a cluster can a�ect one another through
calculation of cluster centroids so that context retrieval is possible, due to the interaction of
evidences contained in documents.

Fig. 2. System architecture of the document re-ranking model.

K.-S. Lee et al. / Information Processing and Management 37 (2001) 1±14 5



3.2.1. Cluster partitioning
Many research e�orts have been made on how to apply clustering to get better retrieval

results. Static clustering for all documents is followed by the calculation of matching degree of
query and cluster centroid. In these methods, a query is compared in a top-down or bottom-up
manner with each cluster of documents, which is produced hierarchically. On the contrary, the
Scatter/Gather system (Hearst & Pedersen, 1996), one of the cluster-based document browsing
methods, adapts dynamic clustering.
The advantages/disadvantages of static vs dynamic clustering are compared in Anick and

Vaithyanathan (1997). Pre-clustering (or static clustering) has a disadvantage that cannot be
matched with the user's query. However, run-time clustering (or dynamic clustering) is
expensive, if dynamic clusters are based on pre-determined clusters, it can be adapted to the
user's query.
According to the above observation, we use static clustering and dynamic view. That is, we

apply static clustering to the set of whole documents and view clusters dynamically depending
on retrieval results in the ranking. The results from the ®rst retrieval step are documents
containing terms in the query. We analyze the distribution of these documents in a cluster and
partition the cluster dynamically from the viewpoint of the query.
Hierarchical agglomerative clustering produces 2N-1 clusters and their representatives for N

documents. Among these clusters, we determine how to select ones for the current query. As
shown in Fig. 3, we determine whether higher clusters or lower clusters on the cluster hierarchy
according to the rate of static members (S ) from static clustering to dynamic members (D )
from the ®rst retrieval results. In other words, we select clusters having a minimum rate of
static to dynamic cluster more than a threshold value. The clusters resulting from this step are
di�erent if the retrieved documents to a query are di�erent. Therefore, we can produce clusters
that are tailored to the characteristics of the query.

3.2.2. Calculating query±cluster similarities
Each cluster centroid is represented as a vector by pairs of a term and its weight. The

Fig. 3. Dynamic cluster view.
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centroid C�Aa� of retrieval set Aa is de®ned as follows (Park, 1997):

C�Aa� � Sa2Aa ~a

j Aa j , �3�

where j Aa j is a size of Aa and ~a is a vector of document a.
The results of cluster partitioning can contain the documents which are not the result of the

®rst step. These have a negative e�ect on cluster centroid for a query. We adjust the value of
cluster centroid to minimize the negative e�ect.
For each term matching query term i in cluster centroid �Cw�,

w 0i �
S � wi

D
, �4�

where S is the number of the static members in cluster, D is the number of the dynamic
members in cluster, wi is the weight of the current centroid, and w 0i is the new weight for
centroid of the dynamic cluster.
We calculate the query±cluster similarity. This similarity of a cluster has the same e�ects all

over the document collections in the same cluster. We focus on document collections at this
step. A cluster close to the user's interest has a high similarity and a cluster far from the user's
interest has a low similarity. Therefore we have a clue what assigns higher priorities to clusters
close to the user's interest.

3.2.3. Combining two evidences
We calculate query±document similarity in the inverted-®le retrieval and query±cluster

similarity in the cluster analysis. That is, we focus on each document at the ®rst step and on
document collections at the second step.
We combine two similarities from the ®rst retrieval and the second analysis step.

Simcombined � a � Siminverted±file � b � Simcluster±analysis, �5�

where a and b are parameters to adjust the di�erent values of the weighting schemes and give
more importance to the similarities of the ®rst or the second step. We re-rank documents
according to combined similarities. And then, we present the results to the user. Even though a
document having low query±document similarity can be given high query±cluster similarity due
to the e�ects of other documents in the cluster. In the reverse case, this is the same.
At the re-ranking step, we get the view matching the query by applying dynamic cluster

partitioning to documents of which similarity is calculated according to containment of query
terms. And through the cluster analysis, the context of all terms in a document as well as
query terms is considered.
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4. Experiments and performance evaluation

4.1. Test collection

We evaluated re-ranking model with the ETRI±KEMONG test collection which is a Korean
encyclopedia published by the Kemong company (Kemong, 1992). It is published in six
volumes with 500 pages per volume. The text data contains 23113 entries, and its size is about
10 mega-bytes. The content of each entry describes the concept with other entries or more
fundamental words. The test set contains 46 natural language queries and relevance
information of entry lists related to each query.
Table 1 gives the structure of the test collection and Table 2 gives the statistics of the test

collection.

4.2. Experiments and results

The goal of the experiments is to validate the proposed model. We took the 46 ETRI±
KEMONG queries as originally written and retrieved the N top-ranked documents using
SMART system in Korean version where N is the number of documents where similarity is
above 0 in response to the query.
Fig. 4 shows an example of the document re-ranking system. Through the morphological

analysis of the documents, we extract nouns and represent them as vectors, and construct the
hierarchical document clusters depending on similarities between documents. For document
clustering, weight in document vector was calculated by the atc weighting scheme though other
weighting schemes such as nnn, ntn, ntc, ltn, ltc, and atn can be used. But, in vector space
retrieval, we tested the performances of the various weighting schemes for query and
document.
We use the SMART retrieval system using n-grams for Korean text retrieval (Lee & Ahn,

1996). This system is based on the vector space model and includes most of the well-tested
weighting schemes, providing a rich environment for experimental testing.

Table 1

The structure of the document

hdoci a document;

hidi identi®cation of document;
hidi 00001

htitlei entry title of encyclopedia;

hseei standard entry used for the entry;
htitlei ga'geug
hseei o'pe'ra (opera)

hseealsoi reference entry or related entry;
hcontentsi contents of the entry;
hsubtitlei entry subtitle;

hsubtitlei yeog'sa (history)

hcontentsi contents of the subtitle.
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At the time of running, we retrieved documents by an initial SMART search. After that, we
analyze the distribution of these documents in a cluster and partition the cluster dynamically
from the viewpoint of query. We calculate the similarity between cluster centroid and query.
Even though a document has low similarity in the ®rst retrieval step, it was given high priority
in the second step. We combine two similarities from the ®rst retrieval and the second analysis
step, and re-rank documents according to the combined similarities.

Table 2
Test set statistics

Documents 23113
Queries 45

Average document length 56 words
Average query length 3 words
Average relevant documents 9

Fig. 4. An example of the document re-ranking.
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Table 3
The retrieval e�ectiveness of the re-ranking model

Recall Precision

smart
nnn±nnn

re-rank
(0.8)2:3

smart
atc±atc

re-rank
(0.8)1:1

smart
lnc±ltc

re-rank
(0.5)5:1

smart
atn±ntc

re-rank
(0.9)2:1

smart
ltn±ntc

re-rank
(0.5)1:1

0.0 0.6397 0.9110 0.6004 0.6775 0.6142 0.6962 0.7776 0.8422 0.8097 0.9107

0.1 0.6209 0.8999 0.5942 0.6775 0.6142 0.6907 0.7631 0.8390 0.7937 0.8996
0.2 0.5559 0.8663 0.5767 0.6498 0.5956 0.6647 0.7389 0.8174 0.7626 0.8591
0.3 0.5039 0.8225 0.5446 0.6387 0.5860 0.6470 0.6896 0.7694 0.7284 0.8334

0.4 0.3774 0.7152 0.4836 0.5970 0.5103 0.5905 0.6112 0.7125 0.6508 0.7350
0.5 0.3638 0.6983 0.4731 0.5885 0.4761 0.5700 0.6102 0.6999 0.6278 0.7136
0.6 0.3112 0.6017 0.4228 0.4753 0.3986 0.4759 0.5579 0.5955 0.5515 0.6331

0.7 0.2815 0.5305 0.3289 0.4160 0.3183 0.4229 0.4984 0.5215 0.5029 0.5683
0.8 0.2632 0.4634 0.2919 0.3648 0.2795 0.3844 0.4477 0.4450 0.4522 0.4879
0.9 0.2524 0.4351 0.2542 0.3320 0.2364 0.3535 0.4155 0.4261 0.4166 0.4715
1.0 0.2383 0.4199 0.2478 0.3195 0.2228 0.3389 0.4024 0.4114 0.4011 0.4535

11pt avg change % 0.4008 0.6694+67.16 0.4380 0.5215+19.06 0.4411 0.5304+20.24 0.5920 0.6436+8.72 0.6088 0.6878+12.98
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Fig. 5. The retrieval e�ectiveness results of the re-ranking.
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The following are brief descriptions of the two methods tested and compared.

. SMART method: The SMART system for Korean text retrieval ranks the retrieved
documents in decreasing order of query±document similarities.

. Proposed method: We re-evaluate the documents based on cluster analysis, with a varying
number of relevant documents retrieved by an initial SMART search.

The above two methods are tested on the test data and their results are evaluated with respect
to the result by manual retrieval that is a part of the test data.
We set up a test environment of the SMART system as bi-gram and evaluate performance

in re-ranking method using four weighting systems such as lnc±ltc, atn±ntc, ltn±ntc, atc±atc,
each of which produces a good retrieval result as a single weighting scheme, and nnn±nnn
weighting scheme which considers simple term frequency. Performance di�ers depending on
the threshold used in partitioning clusters in the re-ranking step. And the composition rate
(a,b ) of similarity of inverted method and that of cluster analysis a�ects performance. Fig. 5
compares the performances of the two methods in various weighting schemes, threshold and
a,b values.
For example, in smart:atc±atc (0.8) 1:1, the number in the parenthesis means threshold in

Fig. 5. (0.8) of (0.8) 1:1 means that we select a cluster having a minimum rate of static to a
dynamic cluster more than 0.8 when partitioning a hierarchical cluster, and 1:1 represents the
composition rate of similarity of cluster and similarity of SMART system. In Eq. (5), a and b
were set to 1. The composition rate is to minimize e�ects on di�erence in similarity value as to
the weighting scheme. Table 3 shows the most e�ective performance for Fig. 5 when using the
proposed method for each weighting scheme in SMART system. The results were evaluated by
applying the average precision of a set of queries at 11 representative recall points.
The performances of cluster-based retrieval for various threshold values are below those of

inverted-®le method. The best 11-point average in cluster-based retrieval was 0.310. But, a
proposed method is interested not in ranks but similarities from cluster-based retrieval.
Therefore, we evaluated the performance for the combined similarities.

In ETRI±KEMONG set, the speci®c example for ranking by SMART search (nnn±nnn
weighting scheme) and re-ranking by cluster analysis is as follows (Table 4):

Query 18: [ ji-gu ] (earth) [ ja-jeon ] (rotation) [ gong-jeon ] (revolution)

The ` ' is polysemous word which has three meanings such as `code of laws', `public ®eld'

Table 4
The results of the re-rank for the polysemous query

Document id Title of the document Rank re-rank

1828 (code of laws) 153 111
1829 (public ®eld) 110 110
1830 (revolution of the earth) 109 22
1831 (revolution cycle) 70 20

18215 (the earth) 1 1
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and `revolution of the earth'. The documents 1830, 1831 and 18215 formed the nearest clusters
because they share terms such as ` (revolution), (earth), (circumstance),
(satellite), (heavenly body), (the sun), (planet)'. But, the document 1828 which
has irrelevant meanings for query, make a singleton cluster whose only member is the
document itself. The document 1829 is the same. In ranking by inverted-®le method,
documents 1828, 1829 and 1830 have similar ranks, but document 1830 has high priority due
to the e�ects of other documents (1831 and 18215) in the same cluster by cluster analysis.
The proposed method achieved about a 67.16% improvement for nnn±nnn, 19.06% for atc±

atc, 20.24% for lnc±ltc, 8.72% for atn±ntc and 12.98% for ltn±ntc weighting scheme. These
results are modestly encouraging. In our model, we could improve performance by re¯ecting
the context of documents implicitly through cluster analyses for documents retrieved by the
inverted-®le method.

5. Conclusion and future work

In this paper, we have proposed a model for an information retrieval system that is based on
a document re-ranking method using clusters. We use semi-dynamic clusters by performing
cluster partitioning according to the behaviors of retrieved documents from the initial search.
Therefore, our approach produces clusters that are tailored to characteristics of the query.
Clustered contexts act as a set of logical foci for query re®nement. Also, the context of a
document is considered in the retrieved results by the combination of information search and
cluster analysis as to the user's information needs.
We have presented strong evidence that the document re-ranking using clusters is one which

can produce signi®cant improvements over the method based on similarity search ranking
alone.
In the future work, user-oriented retrieval can be made possible by adding a user pro®le

management system as plug and play architecture to the re-ranking step in the proposed
model. The relevance of the retrieved documents for the same query can be di�erent depending
on the user's interest. A user pro®le consists of information about the user that has bearing on
the user's information needs. A simple user pro®le is much like a query. It consists of a set of
key terms, often with given weights. User pro®le can consist of various records according to
the user's individual peculiarities. The user pro®le system can select an appropriate user's
pro®le for a given query, and calculate similarity between selected user pro®le instead of query
and cluster centroid. Because the document cluster has appropriate structure to compare with
the user's pro®le, the user's interest is considered in the re-ranking step by comparing user
pro®le with cluster centroids. Our model may give higher priority to a collection of documents
satisfying the user's interest so that the user can minimize cost and time in retrieving
documents. Therefore, we expect that the use of user pro®le will improve the performance on
the grounds that user pro®le can be viewed as the expanded query.
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